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Background

In real-world applications, the typical DNN deployment pipeline involves

training a large model on a cloud server and then distilling it into a smaller
version for deployment on edge devices.
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Background

In edge environments, dynamic changes and differing test distributions
from training reduce model performance.
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Challenges of Cloud-Edge Model Deployment

Challenges

@ Due to the high cost of adaptation for resource-limited edge devices, the
model usually remains fixed.

o It is difficult for the fixed model to handle distribution-shifted data.
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o Local Test-time Adapttion (upper): It locally performs adaptation only
in the edge with limited resources.

o Cloud-edge Style Adaptation (lower): It conducts model adaptation
more efficiently in the edge, which offloads the heavy adaptation
workloads to the cloud with massive resources.
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Challenges of Cloud-Edge Style Adaptation

o The data communication cost may be heavy if uploading all samples to
the cloud.

o It is unclear how to exploit the massive resource in the cloud to
enhance the performance.
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Overview

o Edge Side: To reduce the communication cost, the edge uploads only
reliable and informative samples to the cloud.

e Cloud Side: 1) adapt the foundation model fy(-) and store uploaded
samples into a replay buffer; 2) adapt the edge model g,,(-) by distilling
from fy(-) with samples from the edge and the replay buffer.
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Dynamic Entropy-based Sample Filtration

The previous method (ETA, ICML 2022) only filters out test samples based on
a static and pre-determined threshold. It suffers two limitations:

@ Only a part of the negatively impacting samples can be excluded.

o Adaptation with extremely low-entropy samples is unnecessary.

To address the above issues, we propose to

@ Dynamically exclude unreliable (high entropy) samples by adaptively
adjusting the threshold based on the entropy of current samples.

o Exclude the low-informative (low entropy) samples.

We devise a binary score S(x) to indicate whether a sample x should be
uploaded (S(x)=1 indicates uploading and S(x)=0 indicates removal).
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Dynamic Identification on Unreliable Samples

We exploit a entropy threshold E.« to filter out the high entropy samples

SMIM (%) = 1 )< B} (%) (1)

where F(x;w) denotes the entropy of the outputs g,,(x) for the sample x.

Then, we seek to lower E,.x according to the average entropy of the test
samples after every adaptation batch. In the adaptation batch ¢, the entropy

threshold E? .. can be calculated by
Et
Efyax 4= A X By X —7, @)

avg

where Egvg denotes the average entropy of all test samples in past ¢ batches, A

is a hyper-parameters.
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Identification on Low-Informative Samples

Following the similar scheme above, we employ a threshold Fy;, to discard
samples with entropy lower than FE,;,. Formally, S'°”(x) can be written as

S (%) = L{p(x0)> By} (X)- 3)

The overall binary score S(x) can be calculated by

S(x) = S (x) - 51 (x). ©)
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Replay-based Knowledge Distillation

Step 1: upon receiving uploaded samples X= {XZ} * 1, we put them into a
replay buffer 5=5 U X.

Step 2: we adapt fy(-) by minimizing the weighted entropy loss

min H(x) Y fo(y|x) log fo(y|x), (5)
0 yeC

where H(x)=1/exp (E(x;6)—Emax) and C denotes the output space.

Step 3: we optimize g, () by employing both entropy minimization and
knowledge distillation as follows,

min H(x)[aLrr(9w(x), fo(x)) + BLcE(9uw(X), ) + LENT(90(X)))], (6)

where « and 3 are factors for balancing the losses.
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Comparisons on CNN-based Models

Our CEMA achieves higher adaptation accuracy than state-of-the-art
adaptation methods on the ImageNet-C dataset.

Noise Blur Weather Digital

Severity Level=3 ‘Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG Avg.
ResNetl8 (baseline) | 21.6 199 18.7 29.9 15.8 28.7 27.6 | 27.6 238 355 627 | 38.1 518 416 530 331

o BN Adaptation' 423 39.8 400 375 314 45.1 443 | 408 362 539 650 | 582 60.2 580 577 474
o ONDA' 40.0 389 375 295 27.5 43.8 439 | 402 352 546 65.1 | 56.1 59.7 586 576 459
o LAME' 206 189 172 29.5 14.7 283 269 | 268 232 349 624 | 375 513 411 525 324
e PL 48.1 480 46.1 41.1 39.7 513 49.9 | 473 398 58.6 649 | 592 625 608 594 51.8
e Tent 472 471 451 400 382 50.4 494 | 467 40.1 581 649 | 590 625 605 592 512
o CoTTA 420 407 398 30.3 30.1 46.3 46.1 419 365 562 649 | 580 60.2 593 581 474
e ETA 50.1 502 486 440 427 52.9 514 | 499 435 595 652 | 60.9 629 616 599 535
o CEMA (Ours) 511 512 498 452 441 53.7 52.0 | 508 442 60.1 650 611 629 616 598 542

Severity Level=5 ‘Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG Avg.

ResNet18 (baseline) 1.5 23 15 11.4 8.7 11.1 17.6 106 162 140 515 34 16.5 233 307 147

o BN Adaptation' 166 162 173 18.6 182 25.9 347 | 284 298 412 585 | 222 40.1 453 380 30.1
o ONDAT 137 150 141 123 132 23.7 342 | 294 28,6 409 585 | 123 393 446 375 278
o LAME! 0.9 1.1 0.6 11.2 8.2 10.8 17.0 8.7 156 124 511 33 149 225 301 139
e PL 248 268 246 203 213 33.6 41.8 | 390 324 499 595 | 114 479 515 470 354
o Tent 228 250 232 20.1 21.1 324 41.0 | 37.8 335 489 593 | 18.0 469 506 459 351
e CoTTA 152 162 157 11.8 14.9 26.9 369 | 312 299 436 592 | 170 409 472 393 297
e ETA 268 297 276 226 227 37.1 440 | 424 376 516 60.1 | 26.1 498 533 485 387
.

CEMA (Ours) 298 322 303 253 268 39.3 453 | 437 387 528 60.1 329 50.8 540 493 408
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Comparisons on Transform:

Our CEMA outperforms state-of-the-art adaptation methods in terms of
adaptation performance on the ImageNet-C dataset.

Noise Blur ‘Weather Digital

Severity Level=3 ‘Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
DeiT-tiny (baseline) | 49.1 480 486 38.1 20.5 438 31,6 | 449 442 470 66.7 | 60.6 555 476 56.8 | 469

o LAME! 489 477 483 | 375 192 435 308 | 443 438 462 664 | 603 551 470 564 | 463
e PL 527 528 530 | 461 356 533 424 | 498 469 584 679 | 637 623 584 596 | 535
o Tent 53.1 531 534 | 479 410 547 463 | 515 482 60.0 681 | 641 638 60.1 607 | 551
o CoTTA 49.8 488 494 | 390 209 451 321 | 460 454 490 670 | 61.6 565 490 575 | 478
¢ ETA 541 542 542 | 494 40 561 517 | 537 510 615 681 ) 646 647 624 620 | 57.0
o CEMA (Ours) 550 551 551 505 485 571 529 | 554 518 602 684 | 643 655 634 63.0 | 577

Severity Level=5
DeiT-tiny (baseline) | 17.0 182 174 192 126 229 209 | 326 376 329 59.6 | 239 235 103 385 | 258

Gauss.  Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.

o LAME! 165 179 170 | 186 114 224 199 | 314 371 296 593 | 234 213 101 381 | 249
o PL 10 23 L1 | 178 24 359 36 | 94 152 08 628 386 39 359 462 | 185
o Tent 41 133 136 | 271 16 387 34 | 117 146 08 632 | 413 24 441 478 | 218
o CoTTA 176 188 181 | 197 127 239 210 | 337 387 348 604 | 244 241 106 393 | 265
o ETA 320 337 334 | 338 350 429 434 | 459 460 532 639 | 339 502 506 510 |43.1

e CEMA (Ours) 344 367 362 358 344 448 43.0 | 480 468 54.6 64.0 | 370 499 501 528 | 445
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Comparisons of #Uploading Samples

Our CEMA requires much lower uploading samples than existing
adaptation methods, such as Tent, PL, and ETA, on both CNN- (left figure)
and Transformer-based (right figure) models.

L”j [ Tent/PL/CoTTA [ ETA [ CETTA (ours) ﬁ [ Tent/PL/CoTTA [ ETA [EZH CETTA (ours)
=3 =)
(:/J%SOI( 50.0k 50.0k ESOk 50.0k 50.0k
E 40k E 40k
§ 30k 26.1k €30k 30.0k 253k
520k 19.1k 18.8k 1/ 4k 520k 15.6k 13.9k
&b oh
z 10k z 10k
#* 0 #* 0
Level 3 Level 5 Level 3 Level 5

ICLR 2024 June 9, 2024



Outline

© Conclusions




Conclusions

@ We establish a Cloud-Edge Elastic Model Adaptation (CEMA)
paradigm designed for efficient collaborative model adaptation. Our
CEMA is a general paradigm that is applicable to online adapt edge
models to new dynamically changing environments.

o We reduce communication costs by devising entropy-based criteria for
excluding unreliable and low-informative samples from being
uploaded. Experimental results show CEMA lowers 60 %o
communication cost than SOTAs on ImageNet-C.

e We improve the adaptation performance of the edge model by performing
a replay-based entropy distillation, which minimizes prediction entropy
and the KL divergence between the edge model and the foundation model
using a sample replay strategy.
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Closing Remarks

Thank you for your attention. Scan for more details.
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